Abstract—Repository mining research is a data-intensive domain with a focus on source code. There are many ways to search for code in the worldwide software ecosystem, but these search methods are inefficient and only cover small parts of the software ecosystem. One of the problems is granularity: it is possible to search through code on a file-level and cover a significant part of the software ecosystem or search for a line of code and only cover a small part of the software ecosystem, but not both.

We propose SearchSECO: a language-agnostic search engine and research platform that searches through abstract representations of source code methods. We use SearchSECO to search across the worldwide software ecosystem and index the encountered methods. With SearchSECO, the field is advanced because it (1) provides finer-grained and more efficient searches, (2) covers more of the software ecosystem than other search mechanisms, and (3) provides mechanisms for source code provenance.

I. INTRODUCTION

Reuse has been a blessing and a curse for modern software engineering. While frequent replication of successful fragments of code leads to initial high productivity, it may also be one of the lead causes for technical debt, replication of bugs and vulnerabilities, and poorly maintainable code. Fortunately, through research, we have found many ways to identify code clones and re-engineer them.

A software ecosystem (SECO) is a set of actors functioning as a unit and interacting with a shared market for software and services, together with their relationships. Society is entirely dependent on a healthy worldwide SECO, as every aspect of our society is dependent on software. We propose a software provenance theory, where the provenance of each software engineering artifact is known in the entire software supply network. With software provenance, we can provide guarantees about software artifacts’ quality, introducing a novel layer of trust in the worldwide SECO.

Methods are typically a few code lines that express a set of operations on an object, are contained in larger code files, and correspond with the way a software object is defined and conceptualized by software engineers. This project aims to collect the source code in the worldwide SECO and store it at the method level, including the call graph of the code, in a Software Method Knowledge Base (SMKB). This affords us to do a structural analysis of the source code, for instance, to identify vulnerability patterns in call graphs.

SearchSECO makes the worldwide SECO searchable at a finer level of granularity than was possible before. This is a radical innovation in software engineering research and, more specifically, repository mining, as it enables high-performance worldwide code searches that cross-cut language ecosystems.

This project is ambitious: we want to analyze more than 8 billion open-source files and extract even more code fragments from it. The project is radical: we redesign trust in the worldwide SECO through a theory of software provenance, and if completed, software engineering will never be the same again. But most importantly, the project has impact on society: we provide full software provenance, thereby enabling software producers to guarantee who touched the software, and consumers knowing precisely where their software came from, that it was ethically produced, and how vulnerable it is in real-time.

II. MAPPING THE WORLDWIDE SOFTWARE ECOSYSTEM

We can map the full SECO with SearchSECO, as dependencies between projects also need to be stored explicitly. With these dependencies, it becomes possible to identify “rotten” branches in the dependency tree, i.e., where one required package high up in the dependency tree is determined vulnerable. From that point onward, all packages that depend on the vulnerable package can also be considered compromised.

With the worldwide SECO mapped, we can perform all kinds of network analysis, such as social analysis (who works with whom? Who copies code from whom?), technical analysis (what is the essential package worldwide?), and bus-factor analysis (which crucial packages have very few software
TABLE I

No other project performs abstract syntax tree code searches across source code methods, while that is urgently needed for RSEs. SearchSECO also stores more meta-data than others. SHG is the Software Heritage Graph. GL and GH are Gitlab and Github.

<table>
<thead>
<tr>
<th>General Properties</th>
<th>Funding (Proprietary/Public/Community)</th>
<th>SearchSECO</th>
<th>GHtorrent</th>
<th>SHG</th>
<th>libraries.io</th>
<th>SearchCode</th>
<th>FASTEN</th>
<th>GL &amp; GH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co</td>
<td>Pu</td>
<td>Co</td>
<td>Pr</td>
<td>Pr</td>
<td>Pu</td>
<td>Pr</td>
<td>Pr</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Source code level</td>
<td>Search source code lines</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Search abstract syntax tree</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Method level</td>
<td>Search call graph</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Search methods by hash</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Search method meta-data</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Author relationships</td>
<td>File authorship</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Method authorship</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Project/Package level</td>
<td>Project Information</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Monitors package releases</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>Package dependency tree</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>Licensing information</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

engineers?). We can support open-source software engineers with further research about:

- **Relationships between methods.**
  - *Study method co-evolution across projects* - At present, it is impossible to track methods that have been copied and co-evolved reliably. With SearchSECO, empirical software engineering researchers track method fragments evolution over time.
  - *Weaknesses tracked, fixes propagated* - With vulnerability databases such as Google’s [https://www.vulncode-db.com/](https://www.vulncode-db.com/), it becomes possible to rapidly identify syntactically equivalent method fragments that contain vulnerabilities [6].

- **Relationships between authors.**
  - *Fine grained authorship* - Using commit data from the different repositories, we store meta-data about method authorship. For instance, this enables us only to notify authors who have worked on a particular method and not all authors who have edited a particular code file.
  - *Copy-paste behavior* - It is almost impossible to assess which authors copy their methods from where. With SearchSECO, it is possible to identify which methods are copied from StackOverflow.com [7].

- **Relationships between software projects.**
  - *Establish package dependencies and cohesion* - We analyze dependencies between packages and assess how strongly two components are coupled. Combining and analyzing these data makes it possible to create trust models around projects, which indicate the trustworthiness of packages and projects and make it easier for engineers to select packages in the SECO.
  - *License violations* - Methods are stored with their license information, enabling license violation detection.

A final interesting outcome is that it becomes possible to identify code fragments on StackOverflow.com and how they are copied into existing projects, similar to other works [8], [9]. It even becomes possible to notify software engineers who have copied fragments from StackOverflow.com that have been updated or fixed.

We expect the SearchSECO database to be instrumental in identifying new vulnerabilities and malware in software code. We aim for the SMKB to identify new source code problems, thereby contributing to (insight into) a safer SECO. We use several techniques for achieving this objective. First, we use machine learning techniques to predict code mutations of source code fragments to search for mutated code clones. Secondly, we use pattern matching techniques to explore software call graphs to search for vulnerabilities and malware, as many malware and viruses follow similar call graph patterns [10]. If vulnerabilities and malware are detected, we use the SearchSECO platform to notify the producers of packages and users of these packages through a notification system.

### III. Realization

A workflow blueprint is provided in Figure 1 where it is illustrated how new data sources can be explored and processed to become part of the SMKB. The jobs that are to be done, such as regular synchronization with Gitlab and the Software Heritage Graph, can be distributed across the community members. In this way, the community updates and maintains the SMKB.

We follow four lines of inquiry to construct SearchSECO. First, we develop parsing techniques and work distribution mechanisms for exploring the worldwide SECO. Secondly, we store the methods in the SMKB. Thirdly, we analyze the data in the SMKB using basic data analysis techniques. Fourthly, we employ artificial intelligence to perform graph mining on the worldwide SECO graph.
A. Parsing Worldwide Software Ecosystem

We create a parser infrastructure that rapidly extracts methods and calls graphs from source code. Currently, we have parsers available for Java, C, and C++, using technology from the related FASTEN project through srcML (https://srcml.org), and possibly also using Rascal [11].

First, we perform language parametric clone detection. Vuddy [12] is a tool for high-performance clone-detection for C. Using generic language technology, we will extend Vuddy to support other languages in the SECO. Vuddy operates at the function level; using the metaprogramming system Rascal we will develop a generic front-end to Vuddy based on existing and new parsers to support other languages than C/C++.

Secondly, we develop generic models for cross-language dependencies. To track dependencies induced by call-graphs and other relations (e.g., inheritance), we will develop generic, cross-language models to represent such dependencies. Rascal already supports the extensible M3 model [13], for single-language source projects. We will extend this to support modeling source code facts across different programming language SECOs, as well as the representation of metadata such as authorship, provenance, and versioning.

Thirdly, we use AI-assisted development of robust, extraction-oriented parsers. We require parsers for programming languages that might not yet exist. For instance, Rascal's current standard library includes robust parser front-ends for Java and C/C++. However, developing parsers for full programming languages requires significant effort. We will investigate new AI-based techniques to (semi-)automatically derive parsers using a combination of grammar inference techniques and corpus analysis. These parsers might not be accurate enough for developing a compiler but will be sufficiently fine-grained to extract function bodies and identify call sites.

Fourthly, we aim to do "Diff"-based parsing and extraction. The volume of code in the SECO that needs to be analyzed is huge and continuously evolving. Altogether parsing and analyzing the code of software projects from scratch will not scale. To have repository spiders monitor and analyze repositories continuously, we will develop techniques for "diff"-based parsing and extraction. Instead of parsing/analyzing full source files, these techniques will analyze the difference between versions of files (e.g., as derived from Github) and incrementally update the SMKB.

B. Storage and Retrieval of Worldwide Code Clones

We start by exploring the different manners in which code clones can be extracted from a software project. We are inspired by Vuddy [12], a tool that extracts methods from C and C++, extracts their Abstract Syntax Tree (AST), and hashes this tree. It has excellent performance for larger codebases, such as the one proposed in SearchSECO. We want to explore whether methods are the ideal code clones or whether we can use alternatives, such as groupings of variables in a method. Also, we want to explore whether other objects also need to be hashed, such as headers in header files and comments.

https://www.fasten-project.eu/
We aim for clones to be “addressable” through an abstract representation, such as their AST, but also through meta-data that is stored about them, such as their project title, method signature, and version release. These data enable us to address the same fragment in different versions to identify whether a particular vulnerability is present in multiple versions of the same package.

We need to rapidly retrieve clones from our extensive index of code clones, which we envision to store at least several billions of code clones. We identify hashing techniques that best suit this purpose. Furthermore, we can index commercial software without its actual source code, leaving the organizations’ premises by only storing hashes.

We use machine learning to predict how a code clone may mutate in the future. By generating such data, we can develop a technique that stores hashes of those mutations as well, to identify more code clones [14]. While this is highly experimental, we believe we may be able to catch more vulnerabilities this way.

C. Collect Source Code for Analysis

We collect source code for analysis from existing source code databases. We need the database to be filled with code fragments and trusted data to prove that our proof of concept works. We plan to use the multitude of existing repositories with archival software knowledge, such as the Software Heritage Graph [13] and GHTorrent [16] and use similar techniques for de-duplication of the massive amounts of data from those platforms. However, this is a big challenge: the Software Heritage Graph, one of the largest open-source code databases, currently contains 8 billion code files, including at least as many methods. We take a distributed approach to develop a job scheduler and a client that different teams in the project can run to perform the data collection and analysis.

A job scheduler is developed that maintains its list of jobs to be done. Worker nodes can pick up these jobs in the ecosystem. This will be based on the CrossFlow infrastructure [17], as developed in the CrossMiner project. Examples of automated tasks are:

1) Spider an existing project repository for updates
2) Extract code fragments from Stackoverflow
3) Parse a new project and identify the languages used
4) Send out alerts to owners of encountered code fragments
5) Check whether evidence of a code fragment still exists

These automated tasks will be incentivized to ensure positive contributions to the community. Some jobs may stay in the scheduler for a long time; as for these jobs, the correct scheduler may not yet be available and still needs to be developed. In this way, we can easily prioritize which parser needs to be most urgently built.

Participants that use the ecosystem use it to search the SMKB for code fragments. However, new projects need to be parsed, extracted, and stored in the SMKB as well. Furthermore, unique language ecosystems need to be added, and large project repositories need to be mined. Incentivized participants in the ecosystem must perform these tasks. For this, worker nodes must be developed that can perform automated tasks.

Once the clients are ready, the data collection can begin, and the database can be filled. The industry stakeholders will want to see that the database is working, so we want to use it first. We will start by analyzing several large projects (Linux, for instance) so that we are ensured to have relevant and urgently needed data. We aim to lean on the repository mining and BENEVOL community for spreading the workload across different researchers. Throughout the project, we will collect data about software engineers in the SECO. However, as SearchSECO does not make the SMKB a surveillance instrument, we must use design principles that do not easily link software engineers to their identity information.

D. AI Assisted Graph Mining for Vulnerabilities

We use graph mining and other techniques for classifying vulnerabilities from vulnerability databases, intending to identify new vulnerabilities in existing and newly added code. There are two parts to this. First, we want to structure known vulnerabilities so that the vulnerabilities and permutations of such vulnerabilities can best be found in our code database. Secondly, we want to establish ways to automatically propose fixes.

Using existing vulnerability codebases such as VulnCode (https://www.vulncode-db.com/), we will try to detect existing vulnerabilities in source code and alert the owners of the code about the vulnerability. Other projects have already demonstrated that this approach is highly successful in detecting vulnerabilities [13].

Using the FASTEN project call graph (ecosystem-wide caller-callee relationships), we can pinpoint vulnerabilities at the method level and explore their propagation across their ecosystem. This enables pattern-based graph searches that can be used to detect malware [19].

The severity of vulnerabilities in code depends on several factors. If the code has been fixed in a newer release, its severity is relatively low. However, if any other packages depend on this code, for instance, using dependency data from the FASTEN project and its vulnerability, we can warn the creators about the vulnerability.

As the fixes in vulnerability databases are typically well structured and relatively easy to fix, we could automatically generate pull requests for the code to be fixed. Furthermore, if the tooling developed in this project is adopted widely, we could warn about vulnerable code at the time of a commit.

IV. CONCLUSION

We proudly present SearchSECO to index all software methods in the worldwide SECO. With SearchSECO, we aim to serve future empirical software engineering researchers with new tools and data to conquer new research challenges. Furthermore, we hope that our innovations can lead to a safer and more secure worldwide SECO. With this paper, we hope to gather feedback and ideas from the BENEVOL community to implement and improve SearchSECO.
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